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1 Executive Summary

WP6 continues to focus on interaction dynamics of sociaramtion during robot-human play and the
prerequisites for gesture and non-verbal communicatidwd®n robots and humans, as well as the
realization of these capabilities in a robot. In this paac research work, techniques for achieving
this capability in an autonomous robot through groundeds@@motor experience and interaction
histories, are investigated.

We present an architecture by which a robot can ontogelfigtidavelop through social interaction
and grounded sensorimotor experience detailing the aathie and recent experiments using the
early interaction game, “peekaboo”, between an upper-tioiganoid robot and human interaction
partner. In earlier experiments (Mirza et al., 2007), theraction history was shown to be capable
of supporting development of a turn-taking interaction irobot which took appropriate actions or
gestures based on its own grounded sensorimotor experience

Herein, we report the results from a recent experiment dsimatimg the development of the capability
of the robot to play the simple early-interaction game pbeka

1.1 Contents of the Report

Section 2 explains the operation of the Interaction Histrghitecture. Section 3 describes an ex-
periment using a humanoid robot (Kaspar2) demonstratiag@tbhitecture. The research scenario is
rst discussed in Section 3.2 followed by a description & thbot, the experiment, the con guration
of the Interaction History Architecture and nally the pesgation and discussion of the results.
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2 Interaction History Architecture
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The Interaction History Architecture is shown schemalycial Figure 2. The approach is as follows:

1. to continually gather sensorimotor data and nd “suiggldpisodes of sensorimotor experience
in the historynear (in terms of the experience metric) to the current episode;

2. depending on the course of subsequent experience, teelmm among actions that were
executed when these episodes were previously encountered,;

3. where no suitable experiences are found, to choose randtoms.

There are two key aspects of this architecture. The rst é&srtietric space of experienaghereby
new experiences appear as points in a growing and changitricregace. In this architecture the
metric space is enhanced wijnality information from the environment, internal drives or affee
state. Each experience is also associated with actionsitexkduring the experience. The second
is the action selectiorsystem. This “closes the perception-action loop” and aleses an internal
loop feeding back and modifying the experience space. Thétgassociated with each experience
combined with proximity in the metric space is used to setgpieriences from the history and select
actions associated with those experiences.

2.1 Interaction History Space

The metric space of experience in the Interaction Histochigecture is described in detail in previous
deliverables (D6.2 and D6.1) as well as the published payeezd et al., 2007) (also to be found as
an appendix to D6.2). Brie y, thénteraction History Spaceonsists of:
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Sensorimotor “Experiences” These are time-series of sensor readings from all avaitisors of
a robot, from time to another timé + h whereh is thehorizon lengthof the experience.

A Metric A metric measure of distance between the experiences. i i“Experience Metric”,
that utilizes the information distances between senscg-8eries viewed as values of random
variables.

Next Action information The next action executed after an experience is associatedhat expe-
rience.

Quiality information A value representing environmental reward received dfieekperience (for a
particular time span).

The metric space is constructed continuously as the rolpEreences its environment. A new expe-
rience is created evei@ranularity G timesteps, and consists of Horizbrtimesteps counting back
from the current timestep. Whele> G the experiences will overlap. Each sensor reading is quan-
tized intoQ evenly-sized bins. Each new quantized experience is cadparother experiences in
order to determine its neighbours. This process, if all egpees are compared, results in a distance
matrix between experiences which de nes the structure efritetric space as it is experienced by
an individual robot. Aquality value is assigned to the quantized experience, determindachors
such as environmental reward/punishment, internal dmkadfective state. The actual formula for
calculation ofquality is speci c to the application and goal and can be a deterrgifiéctor in the
eventual behaviour and course of development, althouginitoe fairly general and thus applicable
to a wide range of situations. Finally, the last action exeduluring the experience is also noted and
stored with the quantized experience.

Thus the metric space of experience in the Interaction Hiséachitecture, thanteraction history
space can be described by the tudle D; g; a ), where is a collection of quantized “experiences”,
D is the a matrix of distances between elements, ofis a vector of quality values arala vector of
actions.

Issues concerning the ef cient construction of the metgace as new experiences arrive were dis-
cussed in the RobotCub deliverable D6.2.

2.2 Action Selection

A simple mechanism is adopted for action selection wherabyrdbot can execute one of a number
of “atomic” actions (or no action) at any timestep. This isrs@s a tractable rst-step, and a more so-
phisticated action or behaviour generation capability iv@liow for more open-ended development.
The actual action selected will either be a random seleaifamme of the atomic actions, or will be
an action that was previously executed after an experientleei history that isiear to the current
episode. An advantage of this approach is that behavioubednootstrapped from early random
activity, and later behaviour built on previous experience

The process of action selection is as follows:

1. up toK candidate experiencdsom the experience space within a given information disgan
radiust rmax Of the current experiendBcyrrent are initially selected;

The radius can be xed, but, note that this could be adaptelinen
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3. then,sequentially experienceE; is chosen with probability a linear function of tlggality of
E; until either an experience is chosen or the ranked list isested,;

4. if an experience is chosen from the candidate list, therp#rticular action that was executed
following the chosen experience is then chosen as the atibe executed next, otherwise a
random action is chosen.

The linear mapping from quality to probability ensures theith small probability, the robot may
still choose a random action as this may potentially helpisocayer new, more salient experiences.
This has the advantage of emulating body-babbling, i.eaguply random body movements that have
the (hypothesized) purpose of learning the capabilitiehefbody in an environment (Meltzoff and
Moore, 1997). Early in development, there are fewer, modelyispread experiences in the space, so
random actions would be chosen more often. Later in devedopnit is more likely that an the action
selected will come from past experience.

2.2.1 Roulette-Wheel Action Selection

In later implementations (including the T-Maze implem¢iota described in Deliverable D6.2), the
process was improved to usealette-wheel selectiofiom a probability list. The chance of random
action selection is also represented in that list. The pitibas are calculated using a “gravitational
model” where each experience is represented as a point npasicular distance from thEyrrent -

A m; g
D (Ecurrent ; Ei)2

pi=C 1)
whereg; is thequality valueof E;, m; is the massi(e.how many experiences have been merged into
this experience) an® (Ecurrent ; Ei) is the experience distance&Cy, is an optional quantity that is
used to adjust for the “horizon effeétand is given by

Pa
Ch = pH: 2)
max
The chance of random is added to the list as:
P«
i= pl
Po = _ =1 M (3)
(Fmax = )2

wherer nax IS the radius of the ball that includes the ranked experieaoel is atemperaturdactor,
that controls the chance of random action selection.
Then the weighting on the “roulette wheel” is given by:
— Pi
Wi = PK— (4)

>The “horizon effect” occurs when using multiple horizondém metric spaces for experience selection. If one of the
horizons is too short for the task, the experience selegioness tends to choose this in preference to potentialle mo
relevant experience of longer horizon.
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2.3 Update of Environmental Reward

Each experience in the interaction history space is ageaciith a quality value), see Section 2.1.
This value has bearing on the selection of the experienckinaturn on the action-selection process.
The quality value is intended to re ect how useful the expede is in terms of positive or negative
environmental feedback, and is derived directly from thierimal reward function or an external reward
measured by the robot's sensors.

In the simplest case, the immediate (instantaneous) rergasdved from the environment is associ-
ated with the current experience. An alternative schenwr ithé€ quality associated with an experience
to be dependent not only on the current reward, but also ofutbee reward. Thduture rewardfor

an experienc&y, for some given horizoty,yre is a functionF ()on all reward values received for
htuwre  timesteps after time Of course, this value cannot be known completely until asiBf e
timesteps have passed, but it estimated until that poinb flmctions have been used in the imple-
mentations in this thesis. The rsE min _max (), returns the most proximal maximum or minimum
reward. The second: hax simply returns the maximum reward over the horizon.

2.4 Feedback Loop

Finally, a feedback process evaluates the result of anpratsiken in terms of whether there was
anincrease in qualityafter the action was executed, and then adjusts the qudlittyeocandidate
experience, from which the action was derived, up or dowromiagly. By this mechanism, the
metric space is effectively altered from the point of viewtlod action-selection system. Closing of
the perception-action loop in this way with feedback togethith growth of the experiential metric
space, results in the construction of modi ed behavioutgras over time. This can be viewed as a
form of ontogenetic development and adaptation, that ispagss of change in structure and skills
through embodied, structurally coupled interaction.

2.5 Merging and Deletion of Experiences in the Interaction Hstory Space

As discussed in the RobotCub Deliverable D6.2, it is neecgdseemploy strategies such agerging
andforgetting if storage and computation requirements are to be coettolrhe merging strategy in
the Interaction History Architecture is to merge any twoenxgnces closer than a threshdlglerge
(see Algorithm 1). Tmerge Was xed for the most part, however alternative strategiesentrialled
during development of the algorithm, including adaptingttireshold such that the maximum number
of experiences in the space remained constant.

Algorithm 1 shows how the meta-information associated witheriences that are merged are also
assimilated. Actions from both merged experiences aramglaied, resulting in an action probability
distribution; the quality values are averaged; and, a vieiglie, indicating the number of experiences
that have been merged together, set to the sum of the weifjthis merged experiences.
Experiences may also be deleted, that is, forgotten. Tivg@séwo particular purposes in the present
architecture. The rst is to provide a mechanism where theraction history space can be contin-
ually modi ed and so be adaptive to changes in the enviroriede@nteraction. The second, more
practically, is to reduce the number of experiences in tleEs@mnd so reduce computational com-
plexity in estimating distances to new experiences indéri® the space (see also Deliverable D6.2).
There are a number of different strategies to decide whigerances should be forgotten, and the
one used here is to forget those experiences which have tpyedity values and thus will have little
or no impact on future action selection. Speci cally, expaces older thahsywre With a quality less
than or equal td pyrge Will be deleted.

Date: 15/04/2008
Version: No 1.0



Development of a Cognitive Humanoid Cub

Algorithm 1: Algorithm IHA _MERGETChoose and Merge 2 experiences using a threshold

for E' in all experienceslo
for E! in neighbours oE' do
if d(E';E))  Tmerge then
actions(E') = actions(E') + actions(E!)
quality (E') = quality (E') + quality (E}) =2
weight(E') = weight(E") + weight(E!)
delete all distances to and frol in the metric space

deleteE!
end

end
end

3 Development using Interaction Histories Through Playfullnteraction

We describe an experiment that illustrates how a robot carlde action capabilities based on its

history of interaction with the environment through the asthe architecture presented. The scenario
is a simple communicative interaction game, “peekabod tlses simple non-verbal gestures. The
peekaboo game as a research tool is described, followed bgauigtion of an experiment using an

upper-body humanoid robot that uses its interactionhistordevelop the capability to engage in a

peekaboo interaction with a human partner.

3.1 Peekaboo as a Research Tool

The development of gestural communicative interactiofissis grounded in the early interaction
games that infants play. In the study of the ontogeny of $atiaraction, gestural communication
and turn-taking in arti cial agents, it is instructive todk at the kinds of interactions that children
are capable of in early development and how they learn toaateappropriately with adults and
other children. A well known interaction game is “peekabediere classically, the caregiver having
established mutual engagement through eye-contact, thidedace momentarily. On revealing their
face again the care-giver cries “peek-a-boo!", “peep-pot’something similar. This usually results
in pleasure for the infant which, in early development, meyalresult of the reli€fin the return of
something considered lostd. the emotionally satisfying mutual contact), but later ivelepment
also may be a result of the meeting of an expectatientfie contact returning as expected along with
the pleasurable and familiar sound), and the recognitidhepleasurable game ensuing (Montague
and Walker-Andrews, 2001; Veatch, 1998).

Bruner and Sherwood Bruner and Sherwood (1975) studiedapeekirom the viewpoint of play and
learning of the rules and structures of games. They alsayrépe that the game relies on (and is
often contingent with) developing a mastery of object paremee as well as being able to predict the
future location of the reappearing face. The individuatgaf the game can be viewed as gestures in
a non-verbal communicative interaction. The hiding of #eefis one such gesture, and the vocaliza-
tion, and the showing of pleasure (laughing) are others.rdierofor the interaction game to proceed
successfully, the gestures must be made by either party dintles expected by the players, and that

%In the context of humour, peekaboo in its early stages is ample of relief laughter. That is relief that the caregiver
that is thought to have disappeared, actually has not (kie&898).
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absence or mis-timing can result in the game cycle beingdmokearning of the game is supported
by further gestures such as a rising expectant intonatigheo’oice during hiding, as a reassurance
or cue of the returning contact. Later in development thesoff the game can become reversed with
the child initiating the hiding, while still obeying the aslished rules by, for instance, uttering the
vocalization on renewed contact.

In all this, the rhythm and timing of the interaction are ¢aliand, Bruner and Sherwood suggest
that the peekaboo game and other early interaction games aciaffolding on which later forms of
interaction, particularly language and the required datte timing details, can be built (Pea, 2004, pp
424-5). Discussing scaffolding, Roy Pea notes thatthere are regularly structured situations in
which the range of meanings is actually quite limited and thase simple formats provide a highly
constrained situation in which the child can bootstrap sashé¢he conventions of turn taking and
meaning making with words that are required of a language’ug®ea, 2004, pp434-425), empha-
sizing, therefore, the importance of early communicatiamgs such as peekaboo in the development
of language.

In relation to the development of social cognition in infgntpeekaboo” and other social interac-
tion games, that are characterized by a building and theasilg of tension in cyclic phases, are
important as they are considered to contribute developaigrio infant understanding and practise
of social interaction. Peekaboo provides the caregiven tie scaffolding upon which infants can
co-regulate their emotional expressions with others,dosicial expectations and establish primary
intersubjectivity (Rochat et al., 1999).

3.2 Peekaboo with the Humanoid Robot Kaspar2

This section describes an experiment that continues theimggnvestigation of the Interaction His-
tory Architecture as the basis for developing appropri&téoas in response to the ongoing history
of the robot-environment interactions. The implementatiothis experiment includes an audio used
both as an extra sensory modality as well as an additionatoemaental reward feedback for the
peekaboo game that results directly from the human-rolietantion. This is also the rst use of an
upper-body humanoid robot and is a step towards the impl&ten in the iCub. The architecture
is fully implemented and includes both merging of and defetif experiences as the mechanism for
modifying the metric space of experiences.

3.3 Experimental Setup

This section details any additions or variations to the ganarchitecture described in Section 2,
as well as the speci c setup parameters of the metric spasstion and control architecture used
in these experiments. Reasonable values were chosen foatloeis parameters, such as horizon
length and merging threshold, based on the results of prsvexperiments and the nature of the
present experiment. Furthermore, this section descritgesdtup for conducting the experiments and
retrieving results.

3.3.1 Motivational Dynamics

In this experiment, motivation feedback (reward) is preddhrough two mechanisms: observation
of a face, and audio feedback.

Face: As before, a face can be detected in the robot's camera inrabthe provides direct positive
reward. Habituation causes this reward to drop-off oveetinthe reward for face detectioR ,
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constrained to be in the rand@ 1], is a function of the number of consecutive timesteps a face i
seen. First the reward rises linearly, then holds at 1 forreopdoefore decaying towards Qs is
calculated incrementally as follows:

8
2 1=Tyise t< Trise
Rgﬂ = R% + S 0 t< Trise + Thold (5)

Ri=Ttar t T hoid

whereTrise » Thoid @NdTsg are paremeters that control the length of the attack, haldlanay phases.
At any time a face is not detecte®{** = 0.

In this experiment the parameters were set as followss = 4, Thoig = 2 andTiy = 20.

Sound: New to this experiment, sound is captured from a microphand,used both as an additional
sensory signal as well as providing further environmergalard. The “energy” of the sound over the
period of a timestepd,sound, Provides a new sensory input to the robot. It is calculatetha sum of
the amplitude of the sound signal for every sound sample eriag of a timestep, and is normalized
to take values in the range [0,1]. In convertihg,ng to a reward signaRs, low level background
noise is attenuated by taking the square of the sound seasgable for all values below a threshold
Tsound, above which the reward value is set to 1.

(

n2 n
Rs = sound sound < T sound (©)

1 t" sound Tsound

Resulting Reward Signal: The nal reward signal generated by the robot in responsé¢g@nvi-
ronmental interaction is a combination of the sound and fes&rd signals, as follows:

R=max(1; (Rf + Rs)) (7)

where , in the range [0,1] attenuates the reward signal. With0:5, R is the average of the reward
signals, and with = 1, either of the reward signals can result in a maximum resylteward. For
these experiments, is set between these two values at 0:75, meaning that neither reward signal
on its own can result in a maximuR, but requires support from the other reward signal.

3.3.2 Interaction History Architecture Components and Setings

Metric Space of Experiences:

Experiences older tham e timesteps were deleted (forgotten) where they were assdcveth a
quality value of less than or equalTg,rge = 0:9. Experiences were merged where both their distance
in the metric space of experiences was less hafige = 0:6bits and they were associated with the
same next action. A combination of the merging and forggtprocesses resulted in a manageable
sized metric space for real-time operation.

Action Selection: The closestK = 4 neighbours of the current experience within a radius of
I'max = 2:0bitsof Ecyrent Were considered in the action-selection process (see0B€tR).

3.3.3 Experimental Materials and Methods

Robot: The robot used was the upper-body humanoid Kaspar2 robatectat the University of
Hertfordshire, see Figure 1. The robot has 17 individuadigtmlled motors: three in the neck con-
trolling head orientation, two controlling the eyes (theleglls are connected and move in unison -
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Figure 1: The Kaspar2 robot (University of Hertfordshirged in the experiments.

there is no vergence control), two controlling the mouth fémial expression, and ve controlling
each arm. The motor control boards provide a serial link Badcontrol software was written in C++.
The interaction history architecture was written in C++ agtiple interacting modules, with the com-
munication layer and abstraction of hardware control glesiby the YARP framework (Metta et al.,
2006).

Actions:

A total of 17 actions were available to the robot, and thesebeaconsidered in 3 groups: movement
actions, facial expressions and resetting actions. Thesksted in Table 1 and selected actions and
expressions are shown in Figures 2 and 3. The types of attabritte robot can execute at any time
depends on which action was last executed. This is so thadliee does not attempt to execute actions
that could possibly damage it. The con guration therefoeends the set of next actions possible after
any given action and the action selection process is reggerier ensuring that these conditions are
met. For reference, these action state dependenciesustested in Figure 30 in Appendix C.
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Table 1: Kaspar2 Peekaboo: Actions

| Group | Number Action Description
3 HL Head Left
4 HR Head Right
6 HID  Hide Head with Hands
8 RAU  Right Arm Up
X';‘i’:gem 9 LAU  Left Arm Up
12 RAW  Wave Right Arm
13 LAW  Wave Left Arm
14 TR “Think” Right - raise right arm td
chin and look right
15 TL “Think” Left - raise left arm to chin
Facial 1 Smi  Smile
Expressions 2 Neu Neutral
16 Frn Frown
0 Rst  All motors to resting position
Resetting 7 NA  No Action N
Actions 5 HF H_ead to forward position
10 RAD Right Arm Down
11 LAD Left Arm Down

3.3.4 De ning a Peekaboo Sequence

A “peekaboo” sequence is de ned to be a sequence of actiagiatiag with the robot hiding its face
(action 6 - HID), followed by any number of “no-action” aati® (action 7 - NA) and ending with
the robot back in the resting position (action O - Rst). Femtiore, for the purposes of evaluating the
results of this experiment the actions should be selected firevious experience rather than executed
randomly.

To measure the relative amounts of peekaboo in any givedgeid behaviour,pse (A7'P ), the
percentage of times the hiding action wsedectedas compared to other “movement” actions, was
used as a measure and is calculated as follows. Givegossible action§ Al; A% :::ANgand a
period of behaviour consisting &f actions executed (selected or random), acii8rwill be executed
F(A") = Frand (A") + Fge(A™) times, wherdr,,ng indicates the frequency of random executions
and Fge the frequency of the action being deliberately selectedenTie percentage of times the
Hiding actionAH'P was selected is given by

I:seI(AHID )

Psel(AH'P ) = 100 <

(8)
Note that for the purpose of evaluating “peekaboo”, onlyoast in the “movement actions” group
were considered (see Table 1).

3.3.5 Method

The robot and human partner were positioned facing each atlzdistance of a few feet, with their
eye-level at approximately the same height. The robot obstiftware was started with the interaction
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Figure 2: Kaspar2 Sample Actions(top-left) Normal resting position, (top-right) Hiding t@an,
(bottom-left) both arms are raised (a combination of twaoast required), (bottom-right) The “think
right” (TR) action.

history containing no previous experiences. Interactitentcommenced with the robot executing
various actions and the human offering vocal encouragembat it was thought appropriate. The
interaction then continued for approximately two to thraautes.

Three different conditions were tried. Firstly, any hidiaction was encouraged with a call of “peek-
aboo” when the robot revealed its face again. The secondtacmméncouraged an alternative action
which also turned the robot's head away from the interacgiartner. Both “head left” and “think
right” were used for this purpose. The nal condition was tfeo no vocal encouragement at all
during the interaction.

The experimental hypothesis was that encouraging thedaition would result in a higher rate of
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Figure 3:Kaspar2 Expressiongleft) Smile, (middle) Neutral, (right) Frown.

peekaboo sequences than would be expected from random aetaxtion. Furthermore, this should
also be the case when other actions are encouraged insiaaltly, Ehis hypothesis was also tested by
the no-encouragement condition with the expectation thaation would be selected in preference
to any other.

Note that for all these experiments | personally took the ailthe human partner and so was fully
aware of the capabilities of the robot and of the software.

3.4 Results

A total of 22 runs were completed. 16 of these for the rst déind (encouraging the Hiding action),
3 for the second condition and 3 for the no-encouragemerditon. The results are summarized
in Table 2 and more details of the results from the individergderiments are given in Appendix B.
In most of the experimental runs it was fairly straightfordvdo estimate whether the experiment
successfully supported, or clearly failed, the hypothési the interaction history would result in
increases in frequency of the encouraged action. HoweweZ, af the runs, this was not possible
(“borderline” in Table 2). In run d0039, the hiding action svihe only one to be selected (rather
than chosen randomly) however the run was too short for ss@deevaluation. In run d0052, the
gures for the whole run do not indicate success, however résults are borderline as the peekaboo
behaviour was clearly beginning to occur towards the entiefun.

Where aresult could be determined, 14 out of 20 runs (70%% sugecessful. In the following sections
representative results from each condition are discussed.

3.4.1 Peekaboo Encouragement Condition

Figure 4 shows for the rst run (d0032), how the motivationariables (face, sound and resultant
reward) vary with time, along with the actions being exedutel he interaction partner encourages
the rst “peekaboo” sequence (“hide-face” on the diagraidte that a “peekaboo” action is actually
a combination of the action to hide the face (action 6), anylmer of “no-action” actions (action 7)
and an action to return to the forward resting position ¢erct)) (for clarity only the primary action
is shown on the trace). This results in a maximal reward Bhafter the hide-face action, and as the

Date: 15/04/2008 Page 14
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Table 2: IHA on Kasparll: Experimental Runs Summary
Run Encouragement Horizon Comment HID Cho- Result
Type sen %
d0032 Peekaboo 16 HID action executed early and r&5.17% Success
peated many times
d0033 Peekaboo 16 HID action executed early and rd1.18% Success
peated many times
do034 None 16 HID action only twice randomly 0.00% Success$
d0035 Encourage HL 16 HL action chosen often. HID als&4.63% Success
chosen. HL=36.59%
d0036 Peekaboo 16 HID chosen often. 42.11% Success
d0037 Peekaboo 16 3 HID actions selected, but RAW s&3.64% Fail
lected more often
do038 Peekaboo 16 No random HID to encourage. 0.0% Fail
d0039 Peekaboo 16 Hid was only action chosen (once) bl2.50% Borderline
run too short
doo41 Peekaboo 16 Mixed actions - some peekaboo 5.49% Fail
doo42 Peekaboo 16 Mixed actions 9.68% Fail
do043 Peekaboo 16 HID only twice 1.09% Fail
doo44  Peekaboo 16 Peekaboo throughout 18.87% Success
doo45 None 16 Few random HID actions 0.00% Succesp
d0046  Encourage HL 16 HL action chosen many times, HID 263% Success
few times. HL=11.84%
d0049 Peekaboo 20 Only a few random HID actions 3.26% Fail
do050 Peekaboo 20 HID chosen often 26.32% Success
do051 Peekaboo 20 HID chosen often 19.32% Success
do052 Peekaboo 20 HID not chosen enough for succe$96% Borderline
over run. However, regular peekaboo
was begining to occur at the end.
do053 Peekaboo 20 HID chosen often 17.46% Success
do054 Peekaboo 20 HID chosen very much. HID was 16t.76% Success
action
d0055 Encourage TR 20 TR  (Think-Right)  encouraged.00% Success
TR=26.00%
d0056 None 20 Some HID actions chosen 2.53% Success
Date: 15/04/2008 Page 15
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i RN FE AN

"Peekaboo"

Vocal
Encouragement

Figure 4:Kaspar2 Results d0032. Example of Peekaboo Encouragenoawiton. The trace shows,
against time, the detection of the face and audio encourageas well as the resulting reward. Along
the top are shown the actions executed.

interaction partner continues to reinforce the peekabd@ieur with vocal reward, this pattern can
be seen repeated throughout the trace.

As the chance of choosing a random action rather than sedeotie using the history gradually
declines the early part of the run will be more exploratorgvia more randomly selected actions)
whereas towards the end of the run, actions will be moreylitebe deliberately selected using past
experience. It can be seen that during the rst half of the various different actions are tried, but
during the second half of the run, the “hide-face” actionhiesen regularly.

The timing of the motivational feedback given by the intéi@t partner to the robot is important
in determining what actions are executed. In Figure 5 fromdQ050, the encouragement for the
hiding action (and subsequent actions to return the robdhdoresting position) is only received
after the robot additionally turns its head to the side. The reisulbat when the robot decides to
repeat the hiding action, it generates experiences whiehilaly to generate the actions that were
executed following the original hiding actione. the robot hides its face, returns to face the front and
immediately turns its head to the side.

This behaviour (of the architecture) is an important parh@iv not just single actions are repeated,
but instead how sequences of actions and robot behaviouegleg/ed, and it is this that encourages
a fuller development of capabilities of the robot. It is innfamt to note also that a speci ¢ sequence
of actions are not learnt, instead it is the continuing getiem of experience through the structural
coupling of the embodied agent and its environment thaedriliis observed repeated behaviour. This
can be clearly seen from Figure 5 in that the timing of the sgbent head-turn following a hiding
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Figure 5:Kaspar2 Results d0050. Showing a repeated action sequéncailtiple action sequence
is encouraged and repeated here.

action is not always the same, and indeed does not always. occu

3.4.2 Alternative Action Encouragement Condition

To illustrate that the operation of the interaction histaynot limited to the peekaboo behaviour,
the interaction partner also encouraged certain altenattions rather than hiding. In two cases
the “head left” (HL) action was encouraged (once also withfeemknt call of “hello!” instead of
“peekaboo!”) and in one case the “think right” (TR) actionsaencouraged instead. In each of these
cases the predominant action after some time was the emgmal@e. Figure 6 from run d0035
shows a situation where the head-left action was encouragetit can be seen that the HL action
was chosen in 36.9% of the “movement” actions whereas thmglaction, for reference was chosen
in 14.63%.

3.4.3 No Encouragement Condition

The nal condition where the interaction partner offeredarovery little encouragement resulted in
various kinds of behaviour, none of which reinforced anytipalar action over any other, other than
“doing nothing”. An example is shown in Figure 7, where noa@magement at all is offered. In this
case, some random actions are chosen but as time goes ormeraactions are not chosen and the
robot executed actions that keep it stationary (the regg#ictions in Table 1). In this case 152 actions
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Encourage Head-Left Interaction, (d0035)
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Figure 6:Kaspar2 Results d0035. Encouraging and alternative actiime “head left” (HL) action
is encouraged and repeated.

are executed with only 32 actins of the “movement” type, gvepread among these actions. The
remaining 120 being mainly “Rst” and “NA".

In the other cases where no encouragement was offered (003! dnd dO056 - see Appendix B)

the robot did receive some reward albeit not a maximal rewdmdthese cases the robot did have
actions from recent behaviour to choose from, however, #g@viour did not become repeated over
the long term as continual merging and purging of experignthat do not result in near maximal

reward resulted in only transitory behaviour. Thus the noadiion of the space through merging and

deletion plays an important role.

3.5 Future Work

While short term behaviour acquisition is illustrated hetgure research work should look at how
behaviour can be altered over the long term in response twaiencouragement and reward by the
interaction partner. Furthermore, showing how differegitdvioural responses can be developed for
different experiences would be important next step.

Further experiments should also utilize interaction parthat do not have prior knowledge regarding
the operation of the robot and software.
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No encouragement, (d0045)
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Figure 7: Kaspar2 Results d0045. No Encouragement conditida.encouragement is offered and
the robot develops no action pattern.

3.6 Summary

The Interaction History Architecture was implemented fug tipper-body humanoid robot Kaspar2.
The peekaboo interaction game was used to evaluate théeatcing in terms of how the robot could
use its own personal interaction history to develop thelodipato engage in the game. Results show
that giving appropriate encouragement to the robot as itwgrs certain series and groups of be-
haviours can result in those behaviours being selecteceier@nce to others in equivalent conditions.
This result supports the hypothesis that encouraging tie@diiaction would result in a higher rate
of peekaboo sequences than would be expected from randegtisel Furthermore, encouraging
alternative action sequences resulted in those actiong bepeated, inviting the conclusion that this
behaviour of the architecture is general and not limitedhéogeekaboo game. Additional support for
the hypothesis was found in the conditions that offered remeragement. In these cases no single
action or sequence was selected in preference to any othphasizing the importance of the interac-
tion of the environment with the robot in producing a histofynteraction that can be used to develop
action capabilities.
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A Kaspar2: Sensors
Table 3: Kaspar2 Sensors
Sensor Min | Max | Description
HEAD_LR 740 | 2100 | Head Pan Left-Right
HEAD_UD_L 640 | 2200 | Left Neck Elevation Motor
HEAD_UD_R 820 | 2200 | Right Neck Elevation Motor
EYESLR 930 | 2060 | Eyes Pan Left-Right
EYESUD 980 | 1920 | Eyes Up-Down
EYELIDS 1150 | 1700 | Eyelids Open-Close
MOUTH_OPEN 600 | 1730 | Mouth Open
MOUTH_SMILE | 600 | 2200 | Mouth Corner Elevation
ARM_R_1 650 | 2200 | Right Shoulder Rotate
ARM_R_2 1090 | 2200 | Right Shoulder Elevate
ARM_R_3 910 | 2200 | Right Arm Rotate
ARM_R_4 600 | 2200 | Right Elbow Bend
ARM_R.5 780 | 2200 | Right Forearm Rotate
ARM_L_1 600 | 2200 | Left Shoulder Rotate
ARM_L_2 780 | 2000 | Left Shoulder Elevate
ARM_L_3 600 | 2140 | Left Arm Rotate
ARM_L 4 600 | 2200 | Left EIbow Bend
ARM_L_5 600 | 2200 | Left Forearm Rotate
FACE 0 1 Face detection signal
SOUNDS 0 1 Sum of Sound Amplitudes for Timeste
reward 0 1 Resulting Reward sensor
action 0 20 | Action
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B Kaspar2 Peekaboo: Full Results

This appendix contains the results from 15 experimenta afithe history architecture running on the
Kasparll robot. The human interaction partner either eragpes Peekaboo, another action or gives
no encouragement at all.

Table 4: Actions executed (consolidated): Run d0032
o 3 4 5 6 7 8 9 10 11 12 13 14 1% Tot

Rst HL HR HF Hid NA RAU LAU RAD LAD RAW LAW TR TL

random | 16 2 0 1 1 16 4 1 0 0 1 0 1 0| 43
chosen | 33 0 0 0 16 21 0 2 0 0 0 0 1 0 73
both 49 2 0 1 17 37 4 3 0 0 1 0 2 0| 116

Table 5: Actions executed (primary): Run d0032
HL  HR Hd RAU LAU RAW LAW TR TL \ total \

Frequency As Percentage of Primary Actions

random : 20.00 0.00 10.00 40.00 10.00 10.00 0.00 10.00  0}0000.00
chosen : 0.00 0.00 84.21 0.00 10.53 0.00 0.00 5.26 0.0@00.00
both : 6.90 0.00 58.62 13.79 10.34 3.45 0.00 6.90 040@00.00
Percentage Random v Chosen Actions

random 100.00 0.0 5.88 100.00 33.33 100.00 0.0 50.00 0.0
chosen 0.00 0.0 94.12 0.00 66.67 0.00 0.0 50.00 00

Overall Chosen %: 0.00 00 5517 000 690 000 00 345 o{o 65.52‘
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Table 6: Actions executed (consolidated): Run d0033

0 3 4 5 6 7 8 9 10 11 12 13 14 1% Tot
Rst HL HR HF Hd NA RAU LAU RAD LAD RAW LAW TR TL
random | 27 0 0 1 3 17 5 3 1 2 1 0 4 2| 66
chosen | 9 0 0 0 14 3 0 0 0 0 1 1| 28
both 36 0 0 1 17 20 5 3 1 2 1 0 5 3| 94
Table 7: Actions executed (primary): Run d0033
HL HR Hid RAU LAU RAW  LAW TR TL ‘ total ‘
Frequency As Percentage of Primary Actions
random : 0.00 0.00 16.67 27.78 16.67 5.56 0.00 22.22 11{1100.00
chosen : 0.00 0.00 87.50 0.00 0.00 0.00 0.00 6.25 6.25100.00
both : 0.00 0.00 50.00 14.71 8.82 2.94 0.00 14.71  8.82100.00
Percentage Random v Chosen Actions
random 0.0 0.0 17.65 100.00 100.00 100.00 0.0 80.00 66|67
chosen 0.0 0.0 8235 0.00 0.00 0.00 0.0 20.00 33.B3
Overall Chosen %:| 0.0 0.0 41.18 0.00 0.00 0.00 0.0 2.94 2.#4 47.06 ‘
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Table 8: Actions executed (consolidated): Run d0034

0 3 4 5 6 7 8 9 10 11 12 13 14 1% Tot
Rst HL HR HF Hd NA RAU LAU RAD LAD RAW LAW TR TL
random | 7 1 0 5 2 9 4 2 2 1 2 0 0 2| 37
chosen | 60 0 0 0 1 0 0 0 0 0| 63
both 67 2 2 5 3 0 100
Table 9: Actions executed (primary): Run d0034
HL HR Hid RAU LAU RAW LAW TR TL ‘ total ‘
Frequency As Percentage of Primary Actions
random : 7.69 000 1538 30.77 15.38 15.38 0.00 0.00 15.38100.00
chosen : 50.00 0.00 0.00 50.00 0.00 0.00 0.00 0.00 0.00100.00
both : 13.33 0.00 13.33 3333 13.33 13.33 0.00 0.00 13.3300.00
Percentage Random v Chosen Actions
random 50.00 0.0 100.00 80.00 100.00 100.00 0.0 0.0  100.00
chosen 50.00 0.0 0.00 20.00 0.00 0.00 0.0 0.0 0.0p
Overall Chosen %:| 6.67 0.0 0.00 6.67 0.00 0.00 0.0 0.0 0.04) 13.33 ‘
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Table 10: Actions executed (consolidated): Run d0035

0 3 4 5 6 7 8 9 10 11 12 13 14 1% Tot
Rt HL HR HF Hd NA RAU LAU RAD LAD RAW LAW TR TL
random | 17 5 2 9 4 15 3 1 1 0 1 0 1 1| 60
chosen | 13 15 2 11 6 2 0 0 0 0 0 0 0 0| 49
both 30 20 4 20 10 17 3 1 1 0 1 0 1 1 109
Table 11: Actions executed (primary): Run d0035
HL HR Hid RAU LAU RAW LAW TR TL ‘ total
Frequency As Percentage of Primary Actions
random : 27.78 1111 22.22 16.67 5.56 5.56 0.00 5.56 5.56100.00
chosen : 65.22 8.70 26.09 0.00 0.00 0.00 0.00 0.00 0.00100.00
both : 48.78 9.76 24.39 7.32 2.44 2.44 0.00 2.44 2.44100.00
Percentage Random v Chosen Actions
random 25.00 50.00 40.00 100.00 100.00 100.00 0.0 100.00 100.00
chosen 75.00 50.00 60.00 0.00 0.00 0.00 0.0 0.00 o.jo

Overall Chosen %:| 36.59 4.88  14.63 0.00 0.00 0.00 0.0 0.00 0.0{0 56.10 ‘

Encourage Head-Left Interaction, (d0035)
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Table 12: Actions executed (consolidated): Run d0036

0 3 4 5 6 7 8 9 10 11 12 13 14 1% Tot
Rst HL HR HF Hd NA RAU LAU RAD LAD RAW LAW TR TL
random | 12 3 1 4 3 14 1 2 1 2 0 0 1 0| 44
chosen | 4 0 0 0 8 7 0 0 0 0 0 0 0 0| 19
both 16 3 1 4 11 21 1 2 1 2 0 0 1 0| 63
Table 13: Actions executed (primary): Run d0036
HL HR Hid RAU LAU RAW  LAW TR TL ‘ total ‘
Frequency As Percentage of Primary Actions
random : 27.27 9.09 27.27 9.09 18.18 0.00 0.00 9.09 040@00.00
chosen : 0.00 0.00 100.00 0.00 0.00 0.00 0.00 0.00 0.0@00.00
both : 15.79 5.26 57.89 5.26 10.53 0.00 0.00 5.26 040@00.00
Percentage Random v Chosen Actions
random 100.00 100.00 27.27 100.00 100.00 0.0 0.0 100.00 D.0
chosen 0.00 0.00 72.73 0.00 0.00 0.0 0.0 0.00 0J0
Overall Chosen %:| 0.00 0.00 42.11 0.00 0.00 0.0 0.0 0.00 0‘0 42.11 ‘
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Table 14: Actions executed (consolidated): Run d0037
o 3 4 5 6 7 8 9 10 11 12 13 14 1% Tot

Rst HL HR HF Hid NA RAU LAU RAD LAD RAW LAW TR TL

random | 5 1 2 1 1 13 3 1 1 0 1 0 2 1| 32
chosen | 57 0 0 6 3 0 0 0 0 0 4 0 3 0| 73
both 62 1 2 7 4 13 3 1 1 0 5 0 5 1| 105

Table 15: Actions executed (primary): Run d0037

HL HR Hid RAU LAU RAW  LAW TR TL ‘ total ‘
Frequency As Percentage of Primary Actions
random : 8.33 16.67 8.33 25.00 8.33 8.33 0.00 16.67 8.33100.00
chosen : 0.00 0.00 30.00 0.00 0.00 40.00 0.00 30.00 0.J0100.00
both : 4.55 9.09 18.18 13.64 4.55 2273 0.00 22.73 4.85100.00
Percentage Random v Chosen Actions
random 100.00 100.00 25.00 100.00 100.00 20.00 0.0 40.00 100.00
chosen 0.00 0.00 75.00 0.00 0.00 80.00 0.0 60.00 o.jo

Overall Chosen %:| 0.00 0.00 13.64 0.00 0.00 18.18 0.0 13.64 O.qO 45.45 ‘
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Table 16: Actions executed (consolidated): Run d0038

0 3 4 5 6 7 8 9 10 11 12 13 14 1% Tot

Rst HL HR HF Hid NA RAU LAU RAD LAD RAW LAW TR TL

random | 3 0 0 0 0 2 0 1 0 1 0 0 0 21 9
chosen | 140 O 0 0 0 22 0 0 0 0 5| 167
both 143 0 0 0 0 24 0 1 0 1 7| 176
Table 17: Actions executed (primary): Run d0038
HL HR Hid RAU LAU RAW  LAW TR TL ‘ total ‘
Frequency As Percentage of Primary Actions
random : 0.00 0.00 0.00 0.00 33.33 0.00 0.00 0.00 66.67100.00
chosen : 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 100/0@00.00
both : 0.00 0.00 0.00 0.00 12.50 0.00 0.00 0.00 87.50100.00
Percentage Random v Chosen Actions
random 0.0 0.0 0.0 0.0 100.00 0.0 0.0 0.0 28.5[7
chosen 0.0 0.0 0.0 0.0 0.00 0.0 0.0 0.0 71.48
Overall Chosen %:| 0.0 0.0 0.0 0.0 0.00 0.0 0.0 0.0 62.5b 62.50 ‘
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Table 18: Actions executed (consolidated): Run d0039

0 3 4 5 6 7 8 9 10 11 12 13 14 1% Tot

Rst HL HR HF Hd NA RAU LAU RAD LAD RAW LAW TR TL
random 2 0 1 2 3 1 1 0 1 0 0 0 1| 17
chosen | 4 0 0 1 14 0 0 0 0 0| 19
both 1 3 17 0 0 36

Table 19: Actions executed (primary): Run d0039
HL HR Hid RAU LAU RAW LAW TR TL ‘ total ‘
Frequency As Percentage of Primary Actions
random : 28.57 0.00 28.57 14.29 14.29 0.00 0.00 0.00 14.p9100.00
chosen : 0.00 0.00 100.00 0.00 0.00 0.00 0.00 0.00 0.00 100.00
both : 25.00 0.00 37.50 12.50 12.50 0.00 0.00 0.00 12.50100.00
Percentage Random v Chosen Actions
random 100.00 0.0 66.67  100.00 100.00 0.0 0.0 0.0  100{00
chosen 0.00 0.0 33.33 0.00 0.00 0.0 0.0 0.0 0.0
Overall Chosen %:| 0.00 0.0 12.50 0.00 0.00 0.0 0.0 0.0 0.04) 12.50 ‘
Encourage Peekaboo Interaction, (d0039)
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Development of a Cognitive Humanoid Cub

Table 20: Actions executed (consolidated): Run d0041

0 3 4 5 6 7 8 9 10 11 12 13 14 1% Tot
Rst HL HR HF Hd NA RAU LAU RAD LAD RAW LAW TR TL
random | 25 14 6 5 4 25 5 6 1 2 0 3 1 4| 101
chosen | 96 16 6 10 13 5 0 0 0 1 154
both 121 30 12 5 9 35 18 11 1 2 0 3 2 g 255
Table 21: Actions executed (primary): Run d0041
HL HR Hid RAU LAU  RAW LAW TR TL ‘ total ‘
Frequency As Percentage of Primary Actions
random : 3256 13.95 9.30 11.63 13.95 0.00 6.98 2.33 9.80100.00
chosen : 33.33 1250 1042 27.08 10.42 0.00 0.00 2.08 4.17100.00
both : 3297 13.19 9.89 19.78 12.09 0.00 3.30 2.20 6.59100.00
Percentage Random v Chosen Actions
random 46.67 50.00 4444 27.78 54.55 0.0 100.00 50.00 66.67
chosen 53.33 50.00 5556 72.22 45.45 0.0 0.00 50.00 3333
Overall Chosen %:| 17.58 6.59 5.49 14.29 5.49 0.0 0.00 1.10 2#052.75 ‘
Encourage Peekaboo Interaction, (d0041)
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Development of a Cognitive Humanoid Cub

Table 22: Actions executed (consolidated): Run d0042

0 3 4 5 6 7 8 9 10 11 12 13 14 1% Tot

Rst HL HR HF Hid NA RAU LAU RAD LAD RAW LAW TR TL

random | 28 6 8 11 4 22 5 3 1 0 0 2 3 1 94
chosen 8 1 5 8 6 13 0 1 0 0 0 16 0 1| 59
both 36 7 13 19 10 35 5 4 1 0 0 18 3 2 153

Table 23: Actions executed (primary): Run d0042
HL  HR  Hid RAU LAU RAW LAW TR TL \ total‘

Frequency As Percentage of Primary Actions

random : 18.75 25.00 12,50 15.62 9.38 0.00 6.25 9.38 3.112100.00
chosen : 3.33 16.67  20.00 0.00 3.33 0.00 53.33 0.00 3.83100.00
both : 11.29 20.97 16.13 8.06 6.45 0.00 29.03 4.84 3.23100.00

Percentage Random v Chosen Actions
random 85.71 6154 40.00 100.00 75.00 0.0 11.11 100.00 5Q.00
chosen 1429 38.46 60.00 0.00 25.00 0.0 88.89 0.00 50{00

o°

Overall Chosen %:| 1.61 8.06 9.68 0.00 1.61 0.0 25.81 00 1.%1 48.39 ‘

Encourage Peekaboo Interaction, (d0042)
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Development of a Cognitive Humanoid Cub

Table 24: Actions executed (consolidated): Run d0043
o 3 4 5 6 7 8 9 10 11 12 13 14 15 Tot

Rst HL HR HF Hid NA RAU LAU RAD LAD RAW LAW TR TL

random | 23 11 9 13 1 22 5 4 2 1 3 2 4 5/ 105
chosen | 32 19 26 4 1 11 0 0 0 0 0 0 0 2| 95
both 55 30 35 17 2 33 5 4 2 1 3 2 4 7| 200

Table 25: Actions executed (primary): Run d0043
HL HR  Hd RAU LAU RAW LAW TR TL | total |

Frequency As Percentage of Primary Actions

random : 25.00 2045 227 11.36 9.09 6.82 4.55 9.09 11]3@00.00
chosen : 39.58 5417 2.08 0.00 0.00 0.00 0.00 0.00 4.17100.00
both : 32.61 38.04 217 5.43 4.35 3.26 2.17 4.35 7.61100.00

Percentage Random v Chosen Actions
random 36.67 25.71 50.00 100.00 100.00 100.00 100.00 100.00 71.43
chosen 63.33 74.29 50.00 0.00 0.00 0.00 0.00 0.00 28|57

Overall Chosen %:| 20.65 28.26  1.09 0.00 0.00 0.00 0.00 0.00 N.tmm.“: 7

Encourage Peekaboo Interaction, (d0043)
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Development of a Cognitive Humanoid Cub

Table 26: Actions executed (consolidated): Run d0044

0 3 4 5 6 7 8 9 10 11 12 13 14 1% Tot
Rt HL HR HF Hd NA RAU LAU RAD LAD RAW LAW TR TL
random | 32 9 3 7 3 13 6 4 1 4 0 1 5 2| 90
chosen | 15 3 1 1 10 4 1 1 0 1 0 0 3 1| 41
both 47 12 4 8 13 17 7 5 1 5 0 1 8 3 131

Table 27: Actions executed (primary): Run d0044
HL  HR  Hid RAU LAU RAW LAW TR TL \ total‘

Frequency As Percentage of Primary Actions

random : 27.27 9.09 9.09 18.18 12.12 0.00 3.03 15.15 6.96100.00
chosen : 15.00 5.00 50.00 5.00 5.00 0.00 0.00 15.00 5.00100.00
both : 22.64 7.55 2453 1321 9.43 0.00 1.89 15.09 5.56100.00
Percentage Random v Chosen Actions

random 75.00 75.00 23.08 85.71 80.00 0.0 100.00 62.50 66.67
chosen 25.00 25.00 76.92 14.29 20.00 0.0 0.00 37.50 33|33

Overall Chosen %:| 5.66 1.89 18.87 1.89 1.89 0.0 0.00 5.66 1.49 37.74 ‘

Encourage Peekaboo Interaction, (d0044)
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Development of a Cognitive Humanoid Cub

Table 28: Actions executed (consolidated): Run d0045

0 3 4 5 6 7 8 9 10 11 12 13 14 1% Tot
Rst HL HR HF Hd NA RAU LAU RAD LAD RAW LAW TR TL
random | 7 4 3 6 3 10 3 8 1 5 2 2 1 1| 56
chosen | 57 1 0 0 32 1 3 0 0 0 0 0| 96
both 64 5 3 42 4 11 1 7 2 1 1| 152
Table 29: Actions executed (primary): Run d0045
HL HR Hid RAU  LAU RAW LAW TR TL ‘ total ‘
Frequency As Percentage of Primary Actions
random : 1481 1111 1111 1111 29.63 7.41 7.41 3.70 3.70100.00
chosen : 20.00 0.00 0.00 20.00 60.00 0.00 0.00 0.00 0.q0100.00
both : 15.62 9.38 9.38 1250 34.38 6.25 6.25 3.12 3.12100.00
Percentage Random v Chosen Actions
random 80.00 100.00 100.00 75.00 72.73 100.00 100.00 100.00 100.00
chosen 20.00 0.00 0.00 25.00 27.27 0.00 0.00 0.00 0.q0
Overall Chosen %:| 3.12 0.00 0.00 3.12 9.38 0.00 0.00 0.00 0.0b 15.62 ‘
No encouragement, (d0045)
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Development of a Cognitive Humanoid Cub

Table 30: Actions executed (consolidated): Run d0046

0 3 4 5 6 7 8 9 10 11 12 13 14 1% Tot
Rst HL HR HF Hd NA RAU LAU RAD LAD RAW LAW TR TL
random | 21 6 2 5 3 20 4 6 0 2 1 1 4 3| 78
chosen | 32 0 3 2 19 1 1 0 0 30 0| 100
both 53 15 8 5 39 5 7 0 31 3 178
Table 31: Actions executed (primary): Run d0046
HL HR Hid RAU LAU RAW LAW TR TL ‘ total ‘
Frequency As Percentage of Primary Actions
random : 20.00 6.67 10.00 13.33 20.00 3.33 3.33 13.33 10.0A.00.00
chosen : 19.57 0.00 4.35 2.17 2.17 0.00 65.22 6.52 0.00100.00
both : 19.74 2.63 6.58 6.58 9.21 1.32 40.79 9.21 3.95100.00
Percentage Random v Chosen Actions
random 40.00 100.00 60.00 80.00 85.71 100.00 3.23 57.14 100.00
chosen 60.00 0.00 40.00 20.00 14.29 0.00 96.77 42.86 0.({)0
Overall Chosen %:| 11.84 0.00 2.63 1.32 1.32 0.00 39.47 3.95 0.40 60.53 ‘
Encourage Head-Left Interaction, (d0046)
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Development of a Cognitive Humanoid Cub

Table 32: Actions executed (consolidated): Run d0049

0 3 4 5 6 7 8 9 10 11 12 13 14 1% Tot
Rst HL HR HF Hd NA RAU LAU RAD LAD RAW LAW TR TL
random | 33 14 6 10 4 29 7 6 4 4 1 2 7 6| 133
chosen | 87 13 9 3 3 25 0 0 0 0 0 0 12 2| 154
both 120 27 15 13 7 54 7 6 4 4 1 2 19 g 287
Table 33: Actions executed (primary): Run d0049
HL HR Hd RAU LAU RAW LAW TR TL | tomal |
Frequency As Percentage of Primary Actions
random : 26.42 1132 7.55 13.21 11.32 1.89 3.77 13.21  11{3200.00
chosen : 33.33 23.08 7.69 0.00 0.00 0.00 0.00 30.77  5.13100.00
both : 29.35 16.30 7.61 7.61 6.52 1.09 2.17 20.65  8.Y0100.00
Percentage Random v Chosen Actions
random 51.85 40.00 57.14 100.00 100.00 100.00 100.00 36.84 75.00
chosen 48.15 60.00 42.86 0.00 0.00 0.00 0.00 63.16 25|00
Overall Chosen %:| 14.13  9.78 3.26 0.00 0.00 0.00 0.00 13.04 N.Thm.wo i
Encourage Peekaboo Interaction, (d0049)
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Development of a Cognitive Humanoid Cub

Table 34: Actions executed (consolidated): Run d0050

0 3 4 5 6 7 8 9 10 11 12 13 14 1% Tot
Rst HL HR HF Hd NA RAU LAU RAD LAD RAW LAW TR TL
random | 19 7 7 3 2 12 2 3 0 2 0 0 2 0| 59
chosen | 7 5 0 0 10 2 0 0 0 0 0 0| 24
both 26 12 7 3 12 14 2 3 0 2 0 0 2 0l 83
Table 35: Actions executed (primary): Run d0050
HL HR Hid RAU LAU RAW  LAW TR TL ‘ total ‘
Frequency As Percentage of Primary Actions
random : 30.43 30.43 8.70 8.70 13.04 0.00 0.00 8.70 0/0a00.00
chosen : 33.33 0.00 66.67 0.00 0.00 0.00 0.00 0.00 0.0a.00.00
both : 31.58 18.42 3158 5.26 7.89 0.00 0.00 5.26 0/0a.00.00
Percentage Random v Chosen Actions
random 58.33 100.00 16.67 100.00 100.00 0.0 0.0 100.00 .0
chosen 41.67 0.00 83.33 0.00 0.00 0.0 0.0 0.00 (0]0]
Overall Chosen %:| 13.16 0.00 26.32 0.00 0.00 0.0 0.0 0.00 0‘0 39.47 ‘
Encourage Peekaboo Interaction, (d0050)
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Development of a Cognitive Humanoid Cub

Table 36: Actions executed (consolidated): Run d0051

0 3 4 5 6 7 8 9 10 11 12 13 14 1% Tot
Rst HL HR HF Hid NA RAU LAU RAD LAD RAW LAW TR TL
random | 32 6 3 7 4 27 10 12 5 2 2 6 1 6 123
chosen | 53 3 0 0 17 5 3 2 0 0 0 0 0 13 96
both 8 9 3 7 21 32 13 14 5 2 2 6 1 19 219
Table 37: Actions executed (primary): Run d0051
HL HR  Hd RAU LAU RAW LAW TR TL | total |
Frequency As Percentage of Primary Actions
random : 12.00  6.00 8.00 20.00 24.00  4.00 12.00 2.00  12/0000.00
chosen : 7.89 0.00 4474 7.89 526 0.00 0.00 0.00  34.2100.00
both : 1023 341 2386 1477 1591 227 6.82 1.14  21{5900.00
Percentage Random v Chosen Actions
random 66.67 100.00 19.05 76.92 8571 100.00 100.00 100.00 31.58
chosen 3333 0.00 80.95 2308 1429  0.00 0.00 0.00  68[42
Overall Chosen % 3.41 000 19.32 341 227 000 000 000 14[7743.18 |
Encourage Peekaboo Interaction, (d0051)
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Development of a Cognitive Humanoid Cub

Table 38: Actions executed (consolidated): Run d0052

0 3 4 5 6 7 8 9 10 11 12 13 14 1% Tot
Rst HL HR HF Hd NA RAU LAU RAD LAD RAW LAW TR TL
random | 22 23 8 13 2 24 7 3 4 0 6 1 7 5 125
chosen | 74 31 9 16 6 11 3 0 0 0 2 0 6 2| 160
both 96 54 17 29 8 35 10 3 4 0 8 1 13 71 285
Table 39: Actions executed (primary): Run d0052
HL HR Hd RAU LAU RAW LAW TR TL | tomal |
Frequency As Percentage of Primary Actions
random : 37.10 1290 323 11.29 4.84 9.68 1.61 11.29  8.p6100.00
chosen : 52.54 1525 10.17 5.08 0.00 3.39 0.00 10.17  3.39100.00
both : 44.63 14.05 6.61 8.26 2.48 6.61 0.83 10.74  5.y9100.00
Percentage Random v Chosen Actions
random 42,59 47.06 25.00 70.00 100.00 75.00 100.00 53.85 71.43
chosen 57.41 5294 75.00 30.00 0.00 25.00 0.00 46.15 2857
Overall Chosen %:| 25.62 7.44 496 248 000 165 000 496 1454876 |
Encourage Peekaboo Interaction, (d0052)
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Development of a Cognitive Humanoid Cub

Table 40: Actions executed (consolidated): Run d0053

0 3 4 5 6 7 8 9 10 11 12 13 14 1% Tot
Rst HL HR HF Hid NA RAU LAU RAD LAD RAW LAW TR TL
random | 31 3 5 6 6 21 5 7 5 4 5 2 3 3| 106
chosen | 26 1 1 21 11 4 7 0 1 0 0 0 3 1 76
both 57 4 6 27 17 25 12 7 6 4 5 2 6 4 182
Table 41: Actions executed (primary): Run d0053
HL HR Hd RAU LAU RAW LAW TR TL | total |
Frequency As Percentage of Primary Actions
random : 7.69 12.82 1538 12.82 17.95 12.82 5.13 7.69 7.69100.00
chosen : 4.17 4.17 4583 29.17 0.00 0.00 0.00 12.50 4.17100.00
both : 6.35 9.52 26.98 19.05 11.11 7.94 3.17 9.52 6.85100.00
Percentage Random v Chosen Actions
random 75.00 83.33 3529 41.67 100.00 100.00 100.00 50.00 75%.00
chosen 25.00 16.67 64.71 58.33 0.00 0.00 0.00 50.00 25/00
Overall Chosen % 159 150 1746 1111 000 000 000 476 15938.10 |
Encourage Peekaboo Interaction, (d0053)
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Development of a Cognitive Humanoid Cub

Table 42: Actions executed (consolidated): Run d0054

0 3 4 5 6 7 8 9 10 11 12 13 14 1% Tot
Rst HL HR HF Hid NA RAU LAU RAD LAD RAW LAW TR TL
random | 47 3 6 8 3 57 3 2 2 2 1 0 3 1| 138
chosen | 19 3 1 49 42 8 0 0 0 0 0 0 0 0| 122
both 66 6 7 57 45 65 3 2 2 2 1 0 3 1] 260
Table 43: Actions executed (primary): Run d0054
HL HR Hid RAU LAU RAW LAW TR L | ol |
Frequency As Percentage of Primary Actions
random : 13.64 27.27 13.64 13.64 9.09 4.55 0.00 13.64 4.%5100.00
chosen : 6.52 2.17 91.30 0.00 0.00 0.00 0.00 0.00 0.00 100.00
both : 8.82 10.29 66.18 4.41 2.94 1.47 0.00 4.41 1.47 100.00
Percentage Random v Chosen Actions
random 50.00 85.71 6.67 100.00 100.00 100.00 0.0 100.00 100.00
chosen 50.00 14.29 93.33 0.00 0.00 0.00 0.0 0.00 0.0
Overall Chosen %:| 441 147 6176 000 000 000 00 000 00D 67.65 |
Encourage Peekaboo Interaction, (d0054)
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Development of a Cognitive Humanoid Cub

Table 44: Actions executed (consolidated): Run d0055
o 3 4 5 6 7 8 9 10 11 12 13 14 1% Tot

Rst HL HR HF Hid NA RAU LAU RAD LAD RAW LAW TR TL

random | 23 7 5 10 4 19 3 7 2 3 0 2 4 0] 89
chosen | 20 5 0 1 0 39 0 0 0 0 0 0 13 0| 78
both 43 12 5 11 4 58 3 7 2 3 0 2 17 0 167

Table 45: Actions executed (primary): Run d0055
HL HR Hd RAU LAU RAW LAW TR TL \ total \

Frequency As Percentage of Primary Actions

random : 21.88 15.62 12.50 9.38 21.88 0.00 6.25 12.50 0{0@00.00
chosen : 27.78 0.00 0.00 0.00 0.00 0.00 0.00 72.22 0)0@00.00
both : 24.00 10.00 8.00 6.00 14.00 0.00 4.00 34.00 0J0a00.00
Percentage Random v Chosen Actions

random 58.33 100.00 100.00 100.00 100.00 0.0 100.00 23.53 p.0
chosen 41.67 0.00 0.00 0.00 0.00 0.0 0.00 76.47 00

Overall Chosen %:| 10.00 0.00 0.00 0.00 0.00 0.0 0.00 26.00 O}O 36.00 ‘

No encouragement, (d0055)
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Development of a Cognitive Humanoid Cub

Table 46: Actions executed (consolidated): Run d0056

0 3 4 5 6 7 8 9 10 11 12 13 14 1% Tot
Rst HL HR HF Hd NA RAU LAU RAD LAD RAW LAW TR TL
random | 21 10 6 9 7 22 11 8 6 2 5 0 0 2| 109
chosen | 18 10 8 0 2 6 2 0 1 0 8 0 0 0| 55
both 39 20 14 9 9 28 13 8 7 2 13 0 0 2 164
Table 47: Actions executed (primary): Run d0056
HL HR Hd RAU LAU RAW LAW TR TL | toml |
Frequency As Percentage of Primary Actions
random : 20.41 1224 1429 2245 1633 10.20 0.00 0.00 4.(8100.00
chosen : 33.33 26.67 6.67 6.67 0.00 26.67 0.00 0.00 0.q0100.00
both : 2532 1772 1139 1646 10.13 16.46 0.00 0.00 2.53100.00
Percentage Random v Chosen Actions
random 50.00 42.86 77.78 84.62 100.00 38.46 0.0 0.0 100,00
chosen 50.00 57.14 2222 1538 0.00 61.54 0.0 0.0 0.q0
Overall Chosen %:| 12.66 10.13  2.53 2.53 0.00 10.13 0.0 0.0 o.ovo 37.97 i
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D6.4 Interaction Histories: Implementation
and Results
Development of a Cognitive Humanoid Cub

C Kaspar2 Peekaboo: Action State Diagram
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3 head-left 12 RAM-Wave (6) Hide 1 Possible Actiops: .
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Possible Actions:
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Do Nothing (7)
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Think (14 15)

Hide Face (6)
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1 Possible Actions:
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